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INTRODUCTION 
This study analyzes Divvy Bike Station, Trip Data, and American Community Survey 

Data to predict bike station flow imbalances (overflow/underflow). The key questions are: How 
can demographic data and machine learning predict bike availability? Is the status of existing 
stations a reliable indicator for nearby stations? Using Logistic Regression, Decision Tree, SVM 
for demographic data, and kNN for geographic data, with Recursive Feature Elimination and 
Grid Search with Cross-Validation, SVM was the most effective. The status of existing Divvy 
stations reliably predicts the status of nearby stations. 

DATA 
Divvy Bike Station Data (2022) 

Sourced from the Chicago Data Portal, this dataset contains 1,419 observations and 8 
variables on Divvy Bike stations in Chicago with no missing data or feature engineering needed. 

Divvy Trips Data (2022) 
This dataset, also from the Chicago Data Portal, includes 21.8 million records of Divvy 

bike-sharing trips with 18 variables (these variables not used in this project). Used to define 
station categories (overflow/balanced/underflow) based on one-day trip data, it has no missing 
data or need for feature engineering. 

 

American Community Survey Data (2022) 
The data for this project comes from the 2022 American Community Survey (ACS 1-

Year Estimates) by the US Census Bureau, focusing on datasets: Age and Sex (S0101), 
Geographic Mobility (S0701), Means of Transportation to Work (S0802), and Commuting 
Characteristics by Sex (S0801). Filtered by Divvy bike station zip codes in Chicago and merged 
with Divvy Bike Station Data, it includes 68 observations and 1,054 variables on age, sex, 
population, education, income, transport modes, work locations, travel patterns, and housing. 
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Missing values were imputed using the median for numerical columns and the mode for 
categorical columns, and numerical values were standardized (𝜇 = 0, 𝜎 = 1). 

 

METHODOLOGY 
 For k-Nearest Neighbors, latitude and longitude predict nearby station status, with 

hyperparameters optimized via Grid Search with Cross-Validation. Logistic Regression, 
Decision Tree, and SVM models use Recursive Feature Elimination and Grid Search with 
Cross-Validation for demographic data. Recall is prioritized to minimize false negatives, 
ensuring true overflow stations are identified, reducing maintenance costs. 

RESULTS AND DISCUSSION 
Logistic Regression selected features like population, age, education, 
income, and transportation types. With parameters C=10 and 
solver='saga', it achieved moderate performance, indicating potential 
underfitting (recall=0.55) due to its linear nature and inability to capture 
complex relationships.  
The Decision Tree model selected age, income, transportation types, work 
location, and housing information. Using criterion='entropy', 
max_depth=10, and min_samples_split=2, it captured non-linear patterns 
better but showed moderate performance (recall=0.59), suggesting some 
overfitting control. 

SVM selected population, 
education, income, transportation 
types, travel time, and housing 
information. With C=0.1, 
gamma='scale', and 
kernel='sigmoid', it achieved the 
best performance (recall=0.65), 
effectively handling non-linear 
decision boundaries and balancing 
complexity and generalization, 
making it the most robust model. 
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kNN has high precision but moderate recall, meaning it correctly identifies positive cases more 
often but misses some true positives (recall=0.59). Considering only latitudes and longitudes are 
used for modeling, we may conclude the status of existing Divvy stations is a reliable 
indicator for predicting the status of nearby stations. 

 

Limitations include reliance on static demographic data, potential overfitting due to model 
complexity, and the exclusion of external factors like weather and special events, which could 
significantly impact bike usage. 

CONCLUSION 
Machine learning can use demographic data to predict Divvy Bike Station imbalances, with 
SVM being the most effective model. The status of existing stations reliably predicts nearby 
stations through kNN. Future work should incorporate dynamic factors like weather and address 
overfitting for improved accuracy and robustness. 
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