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Ablation Study
● IDF makes a very small impact
● In many cases, IDF even decreases the performance

TAC2010 provides 10 source docs d1, …, d10 for generating a 
system summary s. Heuristic given s and single-doc metric f :

score(s) = ∑i∈[1..10]  f (di , s)

Single-document Summarization

● SummEval: coverage of 23 modern summarizers, many of 
which exhibit highly similar behavior

● Newsroom: coverage of 7 systems with distinct 
performances

Settings
● Tables: report Spearman’s correlation coefficients at 

summary-level; font in tables: best in each column in bold, 2nd 
best underlined.

● Tweaks for BERTScore
○ try -base and -large LMs (RoBERTa, DeBERTa, BART), for 

both versions of pre-trained and fine-tuned for MNLI dataset
○ expanding BERTScore to sentence level by similarity between 

sentences instead of tokens (perform worse than token-level)
● Aspects to calculate correlation coefficients

○ SummEval: CONsistency, RELevance, COHerence, FLUency
○ Newsroom: INFormativeness, RELevance, COHerence, FLUency
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Upper: reference-free; Lower: reference-based; U > L
Transformer-based reference-free metrics (BERTScore,
 MoverScore, BLEURT) become more accurate after 
repurposing.

Repurposed BERTScore > all baselines 
except SueNes, which is fine-tuned using data 
explicitly augmented for the summary 
evaluation task.

Repurposed BERTScore >> all non-GPT 
baselines, comparable to GPT3.5-based 
baselines on RELevance and COHerence. > 
one GPT-3.5-based approach on CONsistency.
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Motivation
● Motivation

○ Reference-free metrics: simple but not scalable.
○ Reference-based metrics: complex but not scalable. 
○ Q: Can we bring the best of both worlds together?

● Idea (Repurposing): f(system summary, reference) → f(system 
summary, document) (use document as reference)
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