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Motivation

Main work: Reproduce statistics of distribution of SJ, native, and
foreign words (like magazine in Hasegawa) in the specialized
literature area. | further investigate older texts and a continuum of
texts.

Assumption: the Japanese government advocates the usage of
SJ and native words before/in WWII, and western culture
becomes more popular after WWII, is this reflected in literature
data? No, for mixed (SJ & foreign) words.



Terminologies / Tools

 morpheme analyzer: used MeCab/Juman++
 MeCab uses a dictionary (UniDic) for most time, and predict if
there is not a hit in dictionary, using Bi-gram (the current word is
conditioned on the previous 2 words) to analyze
« Juman++ is newer than MeCab, using RNN to analyze (handles
longer context), but does not have built-in origin data (need model)
» According to this paper, Juman++ has better accuracy in
tokenization task (used here for morpheme segmentation)
« eg., ‘BAEZMHI S —
‘[BREZ#ET 2] O
‘[BRIEEZIRIT 5] X
 POS: part of speech
- e.g., i (Noun), Bhi (Verb), B2 &5 (Ad)), &lFd (Adv)
* Aozora Bunko: online library for public domain literature
o “BEXEIE., #ICTELT7 IV ERATEIEHHGEFARZ. IEED LIS
A F3—2RIbEICEOESIETHFEITT,
o EFEOHERL-ERE TBRICGEATELDTHEDLZL &SN
HED%E . TFRAFEXHTML(—ERIFHTML) R [CEFEL- L THiZ
TWFET " —FEEXE



https://www.anlp.jp/proceedings/annual_meeting/2021/pdf_dir/P4-12.pdf
https://www.aozora.gr.jp/guide/aozora_bunko_hayawakari.html

Terminology / Tools

 model: Given (x, y), where x is a (tokenized) morpheme and
y is the origin of the morpheme (in "#0", "@&", "/&", "4}+", "/&"
"&2 5", and "NA") as in UniDic; the task predicts y (predlcted
origin of morpheme) from x which we might not have seen.
The model is a function f: x = p. [Input morpheme, output
origin]
e.g., ‘Bi& (HWLE)” — “E” (SJ)
‘B (F=hHhL)Nd” — “F0” (native)
“TvTIL” — “41" (foreign)
» fine-tuning: Given a model with some parameters, provide
with new data pairs, and train the model (change the
parameters) on the additional data with a small learning rate

Give an example
Original: Wrong and Fine-tune After: Correct

AR (=9 H&) B A (I =hT=) R (=9 &)

l

iz il il




Demo: MeCab + UniDic

if run_demo:
node = mecab.parseToNode("ERDE\ M RIVERITHEEETH- 7. ")
while node:
info = node.feature.split(",")
print(f"morpheme: {node.surface}\t part of speech: {info[0]}\t origin: {info[12]}")
node = node.next

0.0s Python

morpheme: part of speech: BOS/EQS origin:
morpheme: EiR part of speech: %% origin: &
morpheme: @ part of speech: B origin: #
morpheme: &K\ part of speech: F&&# origin:
morpheme: bRV part of speech: % origin: 4
morpheme: % part of speech: Bj&d origin: #
morpheme: #kl7% part of speech: Bj5 origin: #
morpheme: & part of speech: B origin: #
morpheme: FHE part of speech: &3 origin: #
morpheme: T part of speech: BjEifd  origin: #
morpheme: #- part of speech: Bi& origin: #
morpheme: 7= part of speech: BhEhE origin: #
morpheme: , part of speech: #EIEES origin: iE&&

*

morpheme: part of speech: BOS/EOQS origin:




Demo: Juman++ + Model

only consider Noun, Verb, Adj, Adv in origin classification
but it suggests better segmentation

if run_demo:
morphemes = jumanpp.apply("ERODOERW M RIVEKRITHEEETH >/, ") .morphemes
poses = [morpheme.pos for morpheme in morphemes]
surfs = [morpheme.surf for morpheme in morphemes]
origins = [x["label"] for x in pipe(surfs, batch_size=n_proc)]
print(/f"surfs: {surfs}")
print(f"poses: {poses}")
print(f"origins: {origins}")
0.1s
surfs:
poses:
origins:

iﬁl, Io)l’ IE(’\I’ Ih\/*}bl' I%I’ I&(j-él, ltl, I%I, I?bor:‘, l° I]
&@', 'BE', 'EEFA', '&H', 'BHHE', 'BHFA', 'BFA', 'BHE', 'HERA', WH']
[l;il' Iml' Iml, I”I' Iml, Iml' lml, ll' |ml, IEE%I]

[I
[I




Main Structure

» Usage of MeCab and Juman++ as preliminary morpheme
splitter

« Usage of MeCab as dictionary

 Enhancement: use a fine-tuned model (classifier) on UniDic
to predict origins for Juman++-splitted morphemes

* Analysis of morphemes



Procedure of Analysis

1.

Create a dataset containing the book ID, the book published
year, the author IDs, and the average activity year of the
authors.
Create another dataset containing the book ID and the
content of the book.
For every book, run a morpheme analyzer on the content of
the book, and check every morpheme on a dictionary or a
predictor/classifier for its origin (Sino-Japanese, native, or
foreign). Create statistics for content (book ID, part of
speech, origin, and frequency).
Merge the two datasets by the book ID. Analyze the data by
the average activity year of the authors.
book id ¢ bookid : ° E;?ngnshgq year
first published year + e part of speech — : Fa);?tr?)?zpaecetg:y year
average activity year e origin e origin
e frequency e frequency

analysis



In activity year preprocessing

« Take only books with average activity year >= 1868 (starting
of Meiji period, since Japanese has not gone over & X— %,
and the classical grammar could cause inaccuracies in
models trained only on modern grammar.

» For the authors less than 120 years old without a death year
(2023 - birth year < 120), we estimate activity year = birth
year + 60 years.



Methods of Morpheme Analysis

2. Use MeCab and UniDic together to split the morphemes and
predict the origin of the morphemes.



Procedure of Fine-tuning @

1. Create a training/validation/test split dataset for categorizing
morphemes, from UniDic with 876803 items.

2. Fine-tune DeBERTa-v2-base-Japanese model on the
dataset.

3. Evaluate the model on the evaluation dataset (to get an
accuracy for a subset the model have not seen).

accuracy: 0.9162760461217367 out of 87681 samples



Procedure of Fine-tuning

1. Create a training/validation/test split dataset for categorizing
morphemes, from UniDic with 876803 items.
2. Fine-tune DeBERTa-v2-base-Japanese model on the
dataset.
a. the original parameters are pre-trained in masking task
b. we adjust, continue to train the parameters to this task of text
classification for morpheme origins by providing examples in
training set
C. Wwe are optimizing the cross-entropy loss that measures our
distance between model output logits and the target label
3. Evaluate the model on the evaluation dataset (to get an

accuracy for a subset the model have not seen).



Technical Details of Fine-tuning

foundation model: ku-nip/deberta-v2-base-japanese

split strategy: train 80%, validation (in training) 10%,
evaluation (after training) 10%

train epochs: 3

batch size: 16

GPUs: 4x NVIDIAA100 40GB @ CHTC

evaluation steps: per 1000 steps

save steps: per 1000 steps

total steps: 32000

save strategy: best (for use) and last (for continue training)
learning rate: 5e-5 (0.00005)

weight decay: 0.01

warmup ratio: 0.1

(after-train) evaluation accuracy: 0.9162760461217367 out
of 87681 samples



https://huggingface.co/ku-nlp/deberta-v2-base-japanese
https://chtc.cs.wisc.edu/

Technical Details of Fine-tuning

eval/steps_per_second eval/loss eval/samples_per_second
chtc-20231127-191140 = chtc-20231127-150820 chtc-20231127-191140 = chtc-20231127-150820 chtc-20231127-191140 = chtc-20231127-150820
= chtc-20231127-110803 = chtc-20231127-110803 = ¢htc-20231127-110803
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The model’s perspective



Demo: some inconsistency in model @

The model is still not perfect ...

if run_demo:
surfs = ["fEE", "fHHEA", "HHEC"]
origins = [x["label"] for x in pipe(surfs, batch_size=n_proc)]
print(f"surfs: {surfs}")

print(f"origins: {origins}")

0.0s

© surfs: ['fBEE', 'fHEA', 'MHHC']
origins: ['®E', '#1', '#'|




Plot: frequency

Frequency of Morphemes by Activity Year (not normalized) [MeCab]
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Analysis: frequency

 Axes
* X = activity year
» y = frequency (unconditioned)
» Low data availability after 1950 (time to digitize books &
post-1968: needs authorization)
"EFHERWIEICE ST, (RN REHR THAHEE0FEILFRTOEANLIER
SNFEL. FD=®. F2EAIRIBSEIZTL G- ERDIERM/INT )y - KA
AVNZIEHDIE.2039F DT RIZIHEYFET,

SEDREHERSY->THEAINDZLFHYE R A, TD1=5 1967 (3
F42) ELRTNICELGS - ERDEEEITEIELF A — FEZNE
* Verb (mixed), Adj (mixed) are likely to be caused by the final
9 5/7%%, but we can treat them as SJ & foreign [demo follows]
* For Noun, the frequencies of SJ, native, and fixed are similar,
while the frequencies of foreign and mixed are similar but
slightly lower
 For mixed Verb, Adj, and Adv, especially for Adj, native is the
dominant, and mixed has slightly (Verb) and significantly
(Adj, Adv) lower frequencies


https://www.aozora.gr.jp/shiryo_pdlocked.html

Demo: Treat mixed as SJ & foreign @

This also reflects from model, learned the UniDic data, so it is
due to the labeling of data

if run_demo:
surfs - [IIEL\II' llﬁgf;ll' IIJ_LEHII’ llﬁll, Ilﬁ5ll, lligj—éll, II*EII, "5_:‘/0‘?6"]
origins = [x["label"] for x in pipe(surfs, batch_size=n_proc)]
print(f"surfs: {surfs}")

print(f"origins: {origins}")

0.1s
© osurfs: ['AW', 'B#EL', 'HEL', 'HE', '#€5', 'H Y, ', 'S—=y %3]
origins: ['ﬂ]" 'ﬂ]" '5&" l;‘il’ I*ﬂl' 1 g 1o 1




Plot: distribution over all morphemes

Distribution of Morphemes out of All Morphemes by Activity Year (normalized) [MeCab]
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Analysis: distribution over all morphemes @

 Axes
* X = activity year
y = frequency (conditioned on POS and Origin) / frequency
(unconditioned) [proportion]

» To better see the trends, we plot the proportions to alleviate
the effect of low data

» Across all words in a year, the proportions of Adj (mixed) and
Adv (mixed) are decreasing

» The proportions of all kinds of Noun are increasing

» The proportions of all kinds of native words are increasing

» The proportions of Adv (SJ) decreases a little



Plot: distribution over part of speech

Distribution of Morphemes out of Same Part of Speech Morphemes by Activity Year (normalized) [MeCab]

& (70) . B (4 . B (B) . &5 (&)

081 081 084 081 081
061 1 064 06 064

W*Lc" W o2 e~ ——— | | Arrtipa ey Dz-deTL—vé

00 - 00 - 00 - 00 - - 00 - - -
2000 2000 2000 1900 2000 1900 1950 2000
i (&)
10 10 10 10 1
08+ 1 081 08 08
Ll 4
06 00 q 0o 06 06 4
|I |
00 - 00 r - 00 T 00 v 00 -
2000 1900 2000 0.04 2000 004
10 - 10 10 10 10
084 08 08 08
06 06 064 06
|
041 04 044 ! \ 04 4
02 024 02 I 024
00 - 00 - - 00 00 - - - 00 -
004 1900 2000 004 1900 1950 2000 004

ol
£
&

T 00 T 00 T T

1950 2000 1800 1950 2000 1900 1950 2000 1500 1950 2000 —004 =002 000 002 004




Analysis: distribution over part of speech @

Axes
X = activity year
y = frequency (conditioned on POS and Origin) / frequency
(conditioned on POS) [proportion]

» To see the distribution of origin specified with a POS, so that
we are not affected by the total change of a POS, we plot
conditional distributions

* |If we see Noun itself, then the distribution is almost constant,
so the increase we have just seen is actually the increase of
use of Noun without changing conditional distribution of origin

* Inside Verb, there is a 10% increase for native words, and
the corresponding 10% decrease for the total of SJ and
mixed words, with the more dominance of native words

» Similar trends observed for Adj and Adyv, but native words
had not has the most dominance for Adv (just gained balance
with SJ & mixed recently)



Plot: distribution over origin

Distribution of Morphemes out of Same Origin Morphemes by Activity Year (normalized) [MeCab]
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Analysis: distribution over origin

 Axes
* X = activity year
y = frequency (conditioned on POS and Origin) / frequency
(conditioned on Origin) [proportion]

* The use of pure foreign words is almost only in Noun (not
including Verb, Adj), indicating there is no use of foreign
words as Adv

* The use of native words is balanced and stable through POS

* The use of pure SJ (not including Verb, Adj) increases in
Noun and decreases in Adv

» The use of mixed words oscillates significantly, so we could
only interpret that there is varying usage of mixed words
across all POS



Project Workload

Core code: 500+ lines

Peripheral code: 200+ lines

12 hours of fine-tuning on CHTC

4 hours of MeCab analysis on my laptop



Future Works / Directions for Expansion @

* Run and analyze this corpus on Juman++ (need a lot of time
to run with model, much longer than MeCab, so not included
in this project)

« Use a larger model / more epochs for a better accuracy

« Split mixed to SJ and foreign (for Verb, Adj) to better analyze
distribution over origin (by using a more accurate dictionary?)

» A better method to analyze post-1950 works with fewer data
points (with higher granularity? a better data source
containing modern texts?)

« Also, the Hasegawa reading does not mention the portion of
SJ, native, and foreign words in every additional batch of
words, so we can also find the distribution of these words
conditioned the top 5000, 7000, and 10000 words (based on
Hasegawa's finding on 10000 words to cover 87% of text)
[How many words do you want to learn to read a book?]



Credits

« Used CHTC for analysis and fine-tuning.

* aozora_json_scrape:
https://github.com/takahashim/aozora_json_scrape

» AozoraTxt: https://github.com/levelevel/AozoraTxt

« Juman++: https://github.com/ku-nlp/jumanpp,
https://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN%2B%2B

* rhoknp: https://github.com/ku-nlp/rhoknp

* deberta-v2-base-japanese:
https://huggingface.co/ku-nip/deberta-v2-base-japanese

« BAZEZFEUniDic:
https://clrd.ninjal.ac.jp/unidic/back _number.html

 unidic-py: https://github.com/polm/unidic-py

* mecab-python3: hitps://pypi.org/project/mecab-python3/



https://chtc.cs.wisc.edu/
https://github.com/takahashim/aozora_json_scrape
https://github.com/levelevel/AozoraTxt
https://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN%2B%2B
https://github.com/ku-nlp/rhoknp
https://huggingface.co/ku-nlp/deberta-v2-base-japanese
https://clrd.ninjal.ac.jp/unidic/back_number.html
https://github.com/polm/unidic-py
https://pypi.org/project/mecab-python3/

